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Application of laser induced breakdown spectroscopy for determination of sodium in ice
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Abstract

We have developed a continuous and non-destructive technique to analyze chemical constituents
in ice that uses laser-induced breakdown spectroscopy (LIBS). In an earlier paper, we showed that this
method can determine the calcium concentrations in ice. In this paper, we apply the same technique
to determine sodium concentrations in ice. First, we quenched sprayed thin layers of standard sodium
solutions in succession to build up thick ice samples containing known concentrations of Na. Then, the
emission of Na around a wavelength of 589 nm was measured when the ice samples were irradiated
with focused laser pulses. The volume of ice consumed for each measurement was only about 1 mm
in both diameter and depth. Under nearly optimal conditions, the emission intensity was proportional
to sodium concentration when the latter were 10 - 200 g g~*. We also found a linear relationship in
the high concentration range (10 - 1000 xg g™'). The detection limit was estimated to be 17 ug g™
These results indicate that LIBS can be used to analyze sodium in sea ice, although a much lower

detection limit is needed to analyze ice cores.

1. Introduction

Variations of chemical species in ice cores and
sea ice provide information on the history of environ-
mental changes and sea ice growth, respectively (e.g.
Oesheger and Langway, 1989; Weeks and Ackly, 1982).
Conventional chemical analysis techniques, such as
ion chromatography, atomic absorption spectroscopy,
and inductively-coupled plasma mass spectrometry
(ICP-MS), require liquid samples. These techniques
usually require cutting the ice samples, removing the
sample surface for decontamination, and melting the
decontaminated samples in cleaned bottles. This sam-
ple preparation procedure is very time-consuming,
which limits the number of samples measured; hence,
this method makes it difficult to analyze chemical
species with high spatial resolution. To solve this
problem, Sigg ef al. (1994) developed a method called
continuous flow analysis (CFA) that can determine
H,0,, HCHO, NH,*, and Ca? at a sampling resolu-
tion of 1 - 3 cm without cutting the ice samples.
Improved CFA can determinate eight chemical com-
ponents with approximately 1 cm resolution (Rothlis-
berger ef al., 2000). The CFA, however, uses large
sample volumes and cannot determine the chemical

constituents in thin characteristic layers, such as
cloudy bands (e.g. Meese ef al., 1997), because the
uncertainty of measurement location in the sample is
approximately + 1 cm. The purpose of our research is
to develop a chemical analysis technique that can
determine various chemical species in ice samples
with spatial resolution and positioning accuracy of 1 -
2 mm.

To determine chemical elements in solid ice sam-
ples at mm-resolution without melting the samples,
we have made the first application of laser induced
breakdown spectroscopy (LIBS) to ice. (For previous
work with LIBS, see Radziemski and Cremers, 1989;
Kagawa and Yokoi, 1982; Cremers and Radziemski,
1983; Radziemski ef al., 1983; Cremers ef al., 1984;
Kitamori ef al., 1989; lida, 1990; Kagawa ef al., 1995;
Ito et al., 1995; Nakamura ef al., 1996.) Before we
apply this technique to real ice core and sea ice sam-
ples, the following procedure is necessary (Takata et
al., 2000): (1) prepare homogeneous, standard ice sam-
ples containing known concentrations of a chemical
species, (2) detect the characteristic emission spec-
trum corresponding to the chemical species from laser
-induced breakdown plasma, (3) find the optimal
conditions of laser irradiation and spectral measure-
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ments, (4) determine the relationship between emis-
sion intensity and concentration of chemical species in
standard ice samples, and (5) apply the method to
various chemical species. So far we have carried out
steps (1) - (4) with artificial ice samples containing
either calcium (Ca) or sodium (Na). Previously, we
reported on steps (2) - (4), using the results for Ca
(Takata et al., 2000). Here we report the results of
steps (1) - (4) for Na.

2. Preparation of standard ice samples

Artificial ice samples containing known, homoge-
neous concentrations of Na are required to investigate
the relation between the Na concentration and the
emission intensity from Na. Standard ice sample
preparation techniques for x-ray analysis have been
reported (Wyness et al., 1987; Reid et al., 1992).
However they were thin (thickness less than 1 mm)
and high concentration (10* - 10* zg g') samples. In
this study, we developed the following sample prepa-
ration method to make samples that are thicker and
have lower concentrations than those of Wyness ef al.
(1987) and Reid ef al. (1992): (i) A 1000 xg g~ solution
of Na was prepared from reagent grade, 99.9% pure,
NaCl and ultra pure water of 18 MQ resistance. (ii)
Solutions at lower concentrations were prepared by
diluting the 1000 xg g~* solution. (iii) A solution of
designated concentration was cooled to about 0 °C. (iv)
Copper plates of dimension 20 x 20 X 2 mm were first
cleaned with acetone and ultra pure water of 18 MQ
resistance and then cooled to —20 or —50 °C. (v) The
cooled solution was sprayed on the cooled copper
plates using an atomizer to form a thin layer of ice,
less than 1 mm thick. The sprayed solution froze
immediately upon contact and formed a thin layer (see
Fig. 1). (vi) The copper plates with the thin ice layers
were cooled again to —20 or —50 °C. (vii) Steps (v) and
(vi) were repeated more than 10 times so that the final
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Ice layers from
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Fig. 1. Method of sample preparation.

ice thickness was about 10 mm. The sample density
was about 0.88 x 10° kg m™3, and crossed-polaroids
measurements on thin sections showed that the grain
size of the samples was about 0.5 mm.

3. Equipment

Figure 2 provides a schematic representation of
the experimental set-up, which is basically the same
as that described by Takata ef a/. (2000). An ice
sample to be analyzed was mounted in a chamber that
was kept at about —5 “C. We used a Q-Switched Nd:
YAG laser (Spectrum Physic model DCR-3G) of 8 ns
pulse width that had a wavelength of 1064 nm and a
frequency of 5 Hz. Transmissivity of the chamber
window was 76% at this laser-pulse wavelength. The
laser pulse was focused by a lens of focal length 200
mm. The spot size of the laser pulse at the sample
surface was about 1 - 1.5 mm in diameter. This pulse
formed a luminescent plasma on the ice surface, and
this luminescence was picked up by a single-core
optical fiber. The luminescence spectrum was record-
ed by a multichannel photodetector (Princeton model
SMA). The spectra were analyzed using the data
-processing program of Ito ef al. (1995) and Naka-
mura ef al. (1996).

Spectroscopic
system

. Ethyl
Cooler, Focussing Lens .. 0131,01
- { YAG laser ')
Mirror | m— —

Fig. 2. Schematic of the experimental setup.

4. Results and discussion

Figure 3 shows an emission spectrum from a laser
-induced plasma at the surface of ice containing 1000
u#g g7' of Na. This spectrum is the accumulation of .
100 pulses measured from 500 to 3500 ns after the laser
pulses. The laser energy was 600 mJ pulse™!. We
identified the peaks near 568 and 589 nm. Although the
589 nm peak consists of the well known DI and DII
lines of Na at 589.5924 nm and 588.9950 nm (Reader
and Corliss, 1987), these two lines were not resolved by
our detection system. We used the peak around 589
nm, the strongest emission line of Na (Reader and
Corliss, 1987), to evaluate its emission intensity and
S/N ratio for optimization of the experimental condi-
tions. The observed volume of sample used to measure
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Fig. 3. Luminescence spectrum obtained for an ice sample
with 1000 zg g™* Na.

the spectrum was only about 1 mm across and 1 mm
deep. Laser pulses of our laser system were invisible
because the wavelength was in the infrared radiation
range. But there is widespread use of improved laser
systems that mix visible and infrared laser pulses so
that the laser irradiation point at the sample becomes
visible. With the use of such an improved laser system,
we should be able to increase the positioning accuracy
and spatial resolution to 1 - 2 mm.

A laser-induced plasma changes very quickly
after laser pulse irradiation; the plasma expands out
into the surrounding gas, thus forming a shock wave,
and its temperature varies with time and position (e.g.
Radziemski et al., 1983; Cremers, et al., 1984). There-
fore, the luminescence signal from a plasma also
changes with time, and thus the optimal timing of the
spectral measurement needs to be determined. Opti-
mal conditions of delay time and gate width for ice
samples containing Na were determined so as to
obtain high S/N spectra, as were done for ice samples
containing Ca (Takata ef al., 2000). Here, delay time
means the interval between the laser pulse and start of
the spectral measurement, and the gate width means
the spectrum measuring time.

First, we varied the delay time from 100 to 1800
ns with a fixed gate width of 2000 ns using ice samples
containing 1000 xg g~! Na. The laser was operated at
300 mJ pulse™! and the data were accumulated for 200
laser pulses. Figure 4a shows the resulting S/N ratio
as a function of the delay time. The optimal delay
time having the largest S/N was 600 - 1200 ns. Then,
we varied the gate width from 800 to 3500 ns with the
fixed optimal delay time of 1200 ns using ice samples
containing 100 g ¢ of Na (Fig. 4b). The laser
operation and the data accumulation number were
same with the experiment of the delay time varied.
The optimal gate width was 2000 - 3000 ns.

The laser-induced plasma and the emission from
the plasma fluctuated because the laser pulse intensity
fluctuated significantly and laser-induced breakdown
is highly nonlinear. However, the spectrum quality
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Fig. 4. Temporal change of S/N ratio around 589 nm for
ice containing Na. (a) Dependence on delay time. (b)
Dependence on gate width.

should become more stable as the number of ac-
cumulated laser pulses increases. In addition, fluctua-
tions in the background emission, which contributes to
noise, occur randomly and will be smoothed out with
increasing number of accumulated laser pulses, where-
as the real signal accumulates and adds up. Hence, the
larger the number of pulses, the better the S/N ratio
and the lower the detection limit. On the other hand,
because the laser breakdown at the surface of ice
causes some ice ablation, too many pulses would
consume the ice near the focal point, which would
decrease the emission intensity. Therefore, the num-
ber of laser pulses that maximizes S/N should be
found. In the previous study (Takata et al., 2000), we
obtained the optimal pulse number of 250 -~ 300 for a
low energy fluence EF of 13 J cm™2 pulse™!, which was
just enough to generate a plasma (Takata ef af., 2000).
In this study, the laser was operated at 600 mJ pulse™
and the irradiated area at the sample surface was
about 1.5 mm across; therefore, the EF was about 26
J cm™? pulse™'. When the EF was larger, the samples
sometimes cracked after a few pulses. Figure 5 shows
the S/N ratio versus the number of accumulated laser
pulses. The experiment was done using samples
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Fig. 5. Dependence of S/N ratio on the number of laser
pulses. Laser power was 600 m] pulse™ and the irradiat-
ed spot on the ice sample was 1.5 mm in diameter. The
curve represents the result of secondary parabolic
approximation by the least mean square method based
on individual data.

containing 50 xg g~' Na with the optimal delay time
of 1000 ns and optimal gate width of 2500 ns. The S/N
ratio increases with the accumulation of laser pulse up
to 140 pulses and decreases with additional pulses.
The optimal number of accumulated laser pulses is
140 under this laser operation.

We now discuss the optimal number of laser pulse
accumulation by comparing our results for two energy
fluences. The total integrated energy per unit area
was 32 - 39 ] mm~2 for an EF of 13 ] cm™? pulse™ and
was 36 J mm™? for an EF of 26 J cm™? pulse™'. These
values are close to each other, which suggests that the
optimal number of laser pulses can be estimated so as
to give the optimal total integrated energy per unit
area of 30 - 40 J mm~2.

The relation between Na concentration and emis-
sion intensity was examined using ice samples with
the following Na concentrations: 1 g g%, 10 ug g7,
25 ug g%, 50 pg g7, 100 pg g%, 150 ug g*, and 200
ug g, Experiments were done under the optimal
conditions discussed above: the laser was operated at
300 mJ pulse™, the irradiation area was about 1.5 mm
across, the delay time was 1200 ns, the gate width was
2500 ns, and data were accumulated for 200 laser
pulses. The number of laser pulses was close to the
optimal number because the total integrated energy
per unit area was 26 J mm~2, which was close to the
optimal value of 30 - 40 J mm~2,

Figure 6 shows the emission intensity (peak area)
of Na ions around 583 nm versus Na concentration.
We measured more than 7 samples for each concentra-
tion. Filled dots are data for individual samples and
open dots are averages at a fixed concentration. The
correlation is linear, and the correlation coefficient
between the averaged peak areas and concentration is
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Fig. 6. Correlation between peak intensity around 583 nm
and Na concentration for the concentration range of 1
- 200 pg g Filled dots represent results on single
samples and open dots represent averages over all
samples with the same concentrations. The straight line
represents the result of linear fitting by the least mean
square method based on the average data. Seven or
eight samples were measured for 10, 25, 100, 150 and 200
1g g%, and fifteen samples were measured for 50 pg g™

0.99. Na emission around 589 nm was detected for all
samples with Na concentrations larger than 10 g g7,
but it was not detected for samples with Na concen-
tration of 1 g g~*. To evaluate the detection limit, we
calculated the standard deviation o of the emission
intensities (peak area) at 10 and 25 ug g~*! with respect
to the fitted line. The detection limit is approximately
17 ug g=* based on the value of 2¢. Although a high
correlation coefficient between the average emission
intensity and concentration was obtained, at a given
concentration, there was significant scatter in the
intensities from different samples. The scatter can be
due to a nonuniform distribution of ions in ice sam-
ples, unevenness of ice density in the irradiated area,
or inherent fluctuations of emission intensity (Takata
et al., 2000). The major source of scatter in these
experiments was most likely a nonuniform distribu-
tion of ions in the ice samples, and to a lesser degree,
fluctuations in sample density. This is because the
local sample density can vary even though the bulk
density does not vary significantly. We checked the
relation between the measured emission intensity and
sample density for a fixed Na concentration; qualita-
tively, the intensity decreased as density decreased. In
spite of the significant scatter in the data, our results
suggest that several measurements average out the
inhomogeneous distribution of ions and the fluctuation
of sample density, and thus we can obtain a reason-
able regression curve using average values of several
samples.

Figure 6 indicates that we can determine Na in
the range of 10 - 200 ug g' in ice samples by LIBS.
We also investigated the use of LIBS on ice samples
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with higher concentrations (10 - 1000 uxg g~!). The
results also showed linear relation between the emis-
sion intensity and Na concentration for the range of
10 - 1000 pxg g7t (r = 0.99) as shown in Fig. 7. This
suggests that we can apply the LIBS technique to sea
ice samples, which contain high Na concentrations.
However, we must measure the 0.1 - 1 zg g~ concen-
tration range for determination of Na in ice cores
from coastal regions {e.g. Mulvaney and Wolff, 1994;
Watanabe ef al., 2001), and polar inland ice cores
contain 10 - 10° times less Na than those in coastal
regions.
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Fig. 7. Correlation between peak intensity around 589 nm
and Na concentration for the concentration range of 10
- 1000 xg g~*. Notation of filled dots, open dots and the
straight line are the same as that in Fig. 6.

To analyze ice core samples, a more sensitive
detection method than the simple time-resolved emis-
sion spectrometry employed here should be developed
for ice samples. Possible methods include the double
LIBS method (Nakamura et al., 1996), laser induced
fluorometry technique, and mass spectroscopy.

5. Conclusions

We developed a new method to prepare artificial
ice samples containing given concentrations of Na,
and applied the LIBS technique to determine Na
concentrations in solid ice samples. The optimum
conditions for laser irradiation and timing of spectral
measurement to obtain a high S/N ratio and low
detection limit were examined. The optimum delay
time and gate width were 600 - 1200 ns and 2000 - 3000
ns, respectively. The optimal total integrated energy
per unit area was estimated to be 30 - 40 ] mm™2. We
found a linear relationship between Na concentration
and mean emission intensity in the concentration
ranges from 10 to 200 zg g7 and 10 to 1000 g g~
The detection limit was 17 gg g~'. Thus, our results
indicate that LIBS can be used to determine Na

concentrations in sea ice. Although the current detec-
tion limit is presently too high to analyze ice core
samples, LIBS has great potential as a non-destruc-
tive technique with very high sampling resolution of
the order of mm because the sample volume that was
consumed was only 1 mm in both diameter and depth.
As a future study, we plan to develop a method to
prepare more homogenous standard ice samples that

- will reduce the data scatter. We also need to decrease

the detection limit to analyze ice core samples.
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